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ABSTRACT 

In this essay, we explore how generative AI can contribute to qualitative research by examining 
its potential to reassemble agency. Specifically, we suggest that the affordances of Large 
Language Models and generative AI facilitate three distinct ideal-typical agentic possibilities: 
Generative AI as a research assistant that supports researchers by functioning as an 
administrative assistant and interactive conversation partner; generative AI as a data analyst that 
can be programmed by the researcher to analyze data with enhanced, dynamic pattern 
recognition; and generative AI as co-author that can act as a semi-autonomous agent in the 
pursuit, discovery, and refinement of new knowledge. Paralleling these three modes of 
actorhood, we introduce three principles of governance that management researchers can 
embrace to mitigate against the potential abuses of generative AI. 
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“An actor is what is made to act by many others.”  
“Remember that if an actor makes no difference, it’s not an actor.” 
– Latour (2005: 46; 130) 
 

Talk of large language models (LLMs) has become ubiquitous. Building on the invention 

of the novel Transformer network architecture (Vaswani et al., 2017), LLMs are able to generate 

text through prediction models that incorporate billions of parameters, have been trained on 

massive texts, and feature the ability to do in-context learning, instruction following, and step-

by-step reasoning (Zhao et al., 2023). In turn, humans utilize LLMs by engaging in different 

types of “prompting” techniques (Wei et al., 2023) or “fine-tuning” methods that use focused 

human feedback as a means to elicit desired results from the LLM (Christiano et al., 2023; 

Ouyang et al., 2022). The intuitive natural language interface and human-like responsiveness of 

LLMs thus have the potential to profoundly reshape human and machine interactions (Kennedy 

and Phillips, 2023; Murray et al., 2021). 

In addition to their many other applications, LLMs and other generative artificial 

intelligence (AI) technologies offer the potential to dramatically impact the research process. 

Already, enthusiastic and entrepreneurial faculty have promoted the transformational benefits of 

the technology, with some offering seminars on “Using ChatGPT for Automated Literature 

Review[s],” “Using ChaptGPT for Academic Publishing,” and “Using ChatGPT for Automated 

Grant Writing” (Instats, 2023). At the same time, skeptics question the utility of these tools, 

suggesting that “researchers embracing ChatGPT are like turkeys voting for Christmas” because 

reliance on AI will “deskill the mental sphere” and “impoverish … theoretical and analytical 

skills” (Lindebaum, 2023). 

In this essay, we explore how generative AI can contribute to qualitative research by 

examining its potential to reassemble agency (Gehman et al., 2022; Glaser et al., 2021; Latour, 
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2005). Specifically, we suggest that the affordances of LLMs and generative AI facilitate three 

distinct ideal-typical agentic possibilities: Generative AI as a research assistant that supports 

researchers by functioning as an administrative assistant and interactive conversation partner; 

generative AI as a data analyst that can be programmed by the researcher to analyze data with 

enhanced, dynamic pattern recognition; and generative AI as co-author that can act as a semi-

autonomous agent in the pursuit, discovery, and refinement of new knowledge. Paralleling these 

three modes of actorhood, we introduce three principles of governance that management 

researchers can embrace to mitigate against the potential abuses of generative AI (see Table 1).  

Generative AI as Research Assistant 

The interface for LLMs, popularized by OpenAI’s product ChatGPT, is the prompt 

(Glaser et al., 2023). ChatGPT uses “interactive forms to provide detailed and human-like 

responses to questions raised by users” that can handle a variety of tasks including “text 

summarization, text completion, text classification, sentiment, analysis, translation, etc.” (Zhang 

et al., 2023, p. 5). A researcher can engage in interactive prompting by integrating some simple 

principles that can enhance the assistance provided by the LLM, such as providing the LLM with 

a perspective, tasking it to write in a certain style, or seeking for specific information on the 

internet (Mollick, 2023a). These capabilities can be incredibly useful to anyone, particularly 

researchers, and as such ChatGPT or Bing’s GPT-4 enabled browser have been described as 

having access to your own “AI intern” (Mollick, 2023b). 

To explore the possibilities that this powerful feature affords, we looked back to our 

previous research and brainstormed about how an LLM might have helped us advance our 

research process. For example, one of the challenges in Glaser et al.’s (2016) study of online 

advertising was trying to understand the language used in the world of online display advertising, 
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as the empirical context was complex and challenging to understand. Retrospectively, we asked 

ChatGPT Plus some questions about the empirical context that would have been useful to 

understand, and we found that ChatGPT Plus provided superficial but accurate synopses of the 

data, providing useful background information. 

From a research perspective, it is important to recognize that there are limitations on such 

output generated by LLMs, such as “hallucinations…where the generated information is either in 

conflict with the existing source data (intrinsic hallucination) or cannot be verified by the 

available source (extrinsic hallucination)” (Zhao et al., 2023, p. 26). Although it is likely that this 

problem will become less severe as generative AI techniques advance, clearly the theoretical 

arguments underlying scientific knowledge claims must be accurately represented. We therefore 

suggest that scholars using LLMs as a research assistant follow the principle of citation: 

whenever data is used, the original source should be cited. Note, we are not suggesting it is 

necessary to continually cite the LLM itself; rather the researcher should cite the appropriate 

original sources. For instance, in the case of Glaser et al.’s (2016) study, the resulting timeline 

could reference the original source documents and materials surfaced by ChatGPT Plus.  

Generative AI as Data Analyst 

Underlying LLMs is the capability of recognizing patterns, which also is one of the core 

principles of qualitative research (Glaser and Strauss, 1967; Kelle, 2005). Although much public 

attention has been paid to the tendency for LLMs to “hallucinate” (Edwards, 2023), it is likely 

that these tendency can be—and are already being—rapidly adjusted through the process of 

targeted reinforcement learning from human feedback (RLHF) (Christiano et al., 2023; Ouyang 

et al., 2022). Behind the scenes, LLMs can be “tuned” in two important ways: the performance 

of the model can be improved through “instruction tuning” and the “values” of the model can be 
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improved through “alignment tuning” (Zhao et al., 2023, pp. 15–20). The performance of LLMs 

in pattern recognition also can be enhanced through more complex prompting such as “chain-of-

thought” prompting (Wei et al., 2023) and “tree-of-thought” prompting (Long, 2023). Complex 

prompting and RLHF capabilities of generative AI will only increase over time, and these 

affordances will provide researchers with powerful ways to advance their research. 

As RLHF becomes more sophisticated, one can imagine situations in which the 

researcher programs the algorithm to engage in very specific coding activities. One can imagine 

using chain-of-thought prompting to identify different potential codes of interest, and then 

tasking the AI data analyst to identify all the instances of those different options. It even seems 

possible that the AI analyst might identify further categories or examples that human coders 

missed. In many ways, generative AI offers qualitative researchers the opportunity to apply the 

constant comparative method (Strauss and Corbin, 1998) in faster, more comprehensive, and 

more novel ways. 

In governing the role of generative AI as data analyst, the principle of citation does not 

go far enough. And, citing the LLM itself is not necessarily going to allow replicability, as the 

algorithmic nature of generative AI produces different results for the same prompt (Zhao et al., 

2023). Consequently, we need to move beyond citation, and thus introduce the principle of 

transparency: the researcher should clearly articulate the steps taken in their analysis. In the case 

of prompting, this would require documenting the prompts used, even in their complexity (this 

may require the use of appendices in papers). In the potentially future case of scholar-tuned 

RLHF techniques, this might require detailed description of the tuning practices implemented by 

the researcher.  
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Generative AI as Co-Author 

With these capacities, can LLMs ultimately be considered a co-author? In the first two 

methods of reassembling agency, generative AI serves to augment researcher capacity, but stops 

short of making independent contributions. However, computer science research is already 

pushing on the notion that generative AI can create “generative agents” which are 

computationally powered and “can serve as believable proxies of human behavior” (Park et al., 

2023, p. 2). This is created by the development of an “agent architecture” that consists of three 

components: a memory stream that reflects the agents’ experiences, reflections which 

“synthesize memories into higher-level inferences over time, enabling the agent to draw 

conclusions about itself and others to better guide its behavior” and planning ,which translates 

this analysis into “high-level action plans” and “detailed behaviors for action and reaction” (Park 

et al., 2023, p. 2). This architecture has the potential to allow for agents to engage in “role-

playing” which can help develop cooperative behaviors between different AI agents in multi-

agent systems (Li et al., 2023). 

At the moment, generative AI is still in its infancy, an early-stage technology. It is not 

clear the “dominant design” has yet emerged (Anderson and Tushman, 1990). But already there 

are signs that generative AI could represent a general purpose technology with the potential for 

widespread impacts—akin to gunpowder, the printing press, electricity, or the internet. Relative 

to the research process, one potential is that in the future we will all have our own AI 

doppelgänger, a specially “tuned” agent that can finish our sentences for us. Or, perhaps even 

more provactively, write entire papers in conversation with us.  

For the next generation of Ph.D. students, perhaps this happens in real-time alongside the 

seminars they are taking. For instance, imagine training your personal GPT agent using the 
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comprehensive exam questions and answers from prior cohorts of your department, feeding it all 

of the articles and article summaries you and your classmates generate each week as part of your 

seminar preparation, giving your AI agent redline edits of your advisor’s comments on drafts of 

your papers, and so on. All of this seems well within reach—even without this effort, existing 

LLMs can already help emulate your voice.  

But generative AI also raises new questions about research ethics. As discussed above, it 

is already possible to discern the emergence new AI-related disclosure practices consistent with 

scientific norms—i.e., communalism; universalism; disinterestedness; originality; skepticism 

(e.g., Merton, 1973; Ziman, 2000). But from a governance standpoint, the possibility of co-

authorship begs a more fundamental question: how should institutional review boards (IRBs), 

which are ubiquitous within universities, respond to the use of generative AI in the research 

process? It seems clear that IRBs will need to devise new heuristics for the AI era.  

Conclusion 

Clearly, generative AI and LLMs are actors: they are “made to act by many others” 

(Latour, 2005: 46). Increasingly these “others” include academics. At the same time, it seems 

clear these new AI agents have the potential to make a considerable difference in how research is 

conducted, which is at the very heart of what it means to be an academic. All of this novelty and 

concern provides fertile research terrain for organization and management scholars, and it seems 

to us that we will be well served to maintain a reflective posture that considers how these 

reconfigurations of modes of assembling agency influence values (Lindebaum et al., 2022) and 

reinforces the importance of doubt to the research process (Weick, 1998). 
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TABLE 1 – WAYS OF REASSEMBLING AGENCY IN QUALITATIVE RESEARCH 

 

Agentic Mode  Focal Capability Research Affordance Governance Principle  

Research Assistant Simple prompting Interactive conversation 
partner and administrative 
assistant 

Citation and verification 

Data Analyst Complex prompting and tuning Enhanced dynamic pattern 
recognition 

Transparency and 
trustworthiness 

Co-Author Generative agents Open-ended, goal-focused 
exploration 

Institutional Research Board 
(IRB) 

 


